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Overview	of	Lecture	1

• Why	we	need	nonlinear	data	analysis?	
– First	starting	with	curves	and	their	analysis

• Similarity	measurements	for	nonlinear	data
– First	a	few	examples:	Arc-length,	Geodesic	length

• Introduction	to	cell	phone	data
• Introduction	to	rigid	motion



Why	do	we	need	nonlinear	data	analytics	and	why	
are	they important?	

• High	dimensional	data	typically	lives	on	or	is	near	a	low-dimensional	
manifold,	but	that	manifold	is	not	necessarily	-- and	usually	not	– linear!



Why	Nonlinear	data	analysis	or	manifold	learning
can	be	important?	

• High	dimensional	data	typically	lives	on	or	is	near	a	low-dimensional	
manifold,	but	that	manifold	is	not	necessarily	-- and	usually	not	–
linear!

• Most	of	the	new	big	data	sets	are	coming	generated	by	machine	or	
people.		They	often	have	nonlinear	relationships	among	them.

• Manifold	Learning	is	relatively	new	and	an	exciting	and	important	
application	of	geometry	to	machine	learning.	

• There	are	a	lot	of	theory	behind	the	algorithm	which	can	be	
developed	for	publications	and	for	solving	hard	real	world	
problems.

• Understanding	nonlinear	data	analytics	will	benefit	in	applying	
algorithms	more	effectively.		
– E.g.	Stock	predicting/Algorithm	trading
– https://github.com/VivekPa/IntroNeuralNetworks



Many	big	data	sets	need	to	be	analyzed	by	
nonlinear	data	analysis,	especially	those	

generated	by	machines.

• Where	does	big	data	come	from?

Organizations
Machines
People	

Data is not new.  But the scale has been changed! 
The way how people using data has been transformed!

E.g.	Auto	cars,	UAVs,	cell	phone,	other	robots



Types	of	big	data

1. Structured	data	(e.g.	often	Generated	by	
organizations)	

2. Semi-structured	data	(e.g.	Generated	by	
machine	with	manual	records)

3.		Unstructured	data	(often	Generated	by	people)



•What	exactly	is	big	data?

• Does	“big"	here	mean	“big	volume”?
• In	fact,	there	are	5		“V”s	to	describe	big	data.

–Volume	(Size)
–Velocity	(Speed)
–Variety		(Types)						
–Veracity	(Quality)
–Valence	(Relationships)
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We	need	techniques	of	
Multivariate	Data	Analysis	which	analyzes	and	
captures	the	nonlinear	relationships	among	a	
given	large	data.



Toy	Example	of	nonlinear	relation	among	the	data

ßOne	of	your	 team	member	get:	
Result	of	fitting	x-accelerometer	data
of	an	auto	car.	

ß Another	your	team	member	get:	
Result	of	fitting	y-accelerometer	data
of	the	same	auto	car.	

ß You	check:	Both	are	on	the	
same	time	scale.	

Data
Fitted

ax(t)	=	2cos(t)

ay(t)	=2	sin(t)

You	get	a	conclusion:	 the	acceleration	of	the	car	is	almost	at	constant	2.		
Why?	



• Recall:	There	are	relations	between	ax(t)		and	ay(t).
• If	we	consider	the	set	of	all	(ax(t)	,	ay(t)),	these	are	
vectors	live	in	R2.		

• But	in	fact,	the	data	lives	on	or	close	to	the	circle	of	
radius	2.	

• That	is:	there	are	nonlinear	relations	between	
ax(t)		and	ay(t):	

(ax(t))2 +	(ay(t))2 =	4

A	circle	is	a	simplest	manifold.
Question:		What	if	the	data	is	so	large	that	you	can	not	
see	the	nonlinear	relationships	among	the	data?



• There	are	relations	between	ax(t)		and	ay(t).
• If	we	consider	the	set	of	all	(ax(t)	,	ay(t)),	these	are	vectors	live	in	R2.		
• But	in	fact,	the	data	lives	on	or	close	to	the	circle	of	radius	2.	
• That	is	there	are	nonlinear	relations	between	
ax(t)		and	ay(t):	(ax(t))2 +	(ay(t))2 =	4
• A	circle	is	a	simplest	manifold.

Question:		Can	we	view	as	
ax(t)	data	as	observations	of	a	random	variable	X,		and	
ay(t)	data	as	observations	of	a	random	variable	Y?	Then	use	the	
correlation	of	X	and	Y	to	detect	the	correlations	between	X	and	Y?

Answer:		No!
Why?		Because	correlations	only	detect	linear	relations.



Recall:	Correlation	

• Correlation	of	two	random	variables	are	defined	
by	“normalizing”	the	covariance	of	the	two	
random	variables.

• If	we	have	a	random	vector,	then	we	can	define	a	
covariance	matrix.

• Covariance	matrix	is	symmetric	matrix,	and	in	fact	
it	is	semi	positive	definite	matrix.

• So	the	covariance	matrix	can	be	diagonalized,	
with	eigenvalues	being	none	negative;	which	is	
the	base	for	PCA.



Covariance,	and	Covariance	Matrix

• The	covariance between	two	rv’s X	and	Y	measures	
the	degree	to	which	X	and	Y	are	(linearly)	related;	
defined	as

Exercise

If	x is	a	d-dimensional	random	vector,	its	covariance	matrix	is	
defined	to	be	the	following	symmetric,	semi	positive	definite	

matrix:

Ofen denoted 
by ∑ 



correlation	coefficient	&	correlation	matrix	
• The	(Pearson)	correlation	coefficient	between	two	
rvs X	and	Y	is	defined	as	

• If	X	and	Y	are	
indep.,	then	cov [X,	Y	]	=	0;	say	X	and	Y	are	uncorrelated.	

Exercise: show that −1 ≤ corr [X, Y ] ≤ 1

• A	correlation	matrix	of	a	random	vector	has	the	form:

Exercise: show that −1 ≤ corr [X, Y ] ≤ 1 and
Show that corr[X,Y] = 1 iff Y = aX +b for some parameters a and b. 



Example	of	Correlation	Coefficients

E.g.	It	did	not	detect	the	data		
living	close	to	a	circle.



Multivariate	Data	Analysis
• When	data	is	big,	We	have	little	visual	guidance	to	help	us	

identify	any	meaningful	low- dimensional	structure	hidden	
in	high-dimensional	data.	

• The	linear	PCA	can	be	extremely	useful	in	discovering	low-
dimensional	structure	when	the	data	actually	lie	in	a	linear	
(or	approximately	linear)	lower-dimensional	subspace.	

• But	what	if	the	data	lives	or	nearly	a	nonlinear	curved	
space	(called	a manifold) M	in	RN,	whose	structure	and	
dimensionality	are	both	assumed	unknown?	

• Our	goal	of	dimensionality	reduction	then	becomes	one	of	
identifying	the	nonlinear	manifold	in	question.	The	problem	
of	recovering	that	manifold	is	known	as nonlinear	manifold	
learning.



• Therefore	it	is	crucial	to	understand	nonlinear	
data	analytics	or	manifold	learning…



• An	n-dimensional	manifold	
locally	“looks	like” a	piece	of	Rn.

• For	examples,	sphere	and	torus.
• Key	features	of	amanifold:	
curved

• Only	manifolds	can	capture	
UAV’s		dynamical	behaviors

What	is	a	manifold?



• How	to	model	and	capture	the	dynamics	and	
kinematics	of	an	UAV?



You	may	wonder:	How	to	use	manifold	to	study	UAV	data?	
Simplest	case:	drawing	a curve	on	a	sphere

Try	to	capture	characteristics	of		flight	controls	

• Key:		Developed	a	dimension-
reduction	technique	for	large	
nonlinear	data.

• For	example:	Only	look	at	UAV	
“headings”

• All	possible	headings	for	all	UAVs	form	
a	sphere.	

Only	consider	UAV	heading	directions	here,	
but	works	for	any	other	UAV	characteristics	

Just	recording	the	heading	while	a	UAV	is	
flying	gives	a	heading-behavior	curve.		



Overview	of	nonlinear	analytic	
techniques

• One	of	the	existing	powerful	dimension	reduction	
methods	is	the	Principal	Component	Analysis	(PCA).		
(In	fact,	it	is	a	Linear	PCA).

• Later	in	this	course,	we	will	extend	linear	PCA	to	None	
Linear	PCA.

• We	will	transform	nonlinear	items	to	linear	items,	and	
the	use	Machine	Learning	methods	in	linear	space	and	
them	map	them	back.		(e.g.	Log	and	Exponential	Maps)

• Kernel	methods
• ISOMAP
• …..



Overview	of	Lecture	1

• Why	we	need	nonlinear	data	analysis?	
– First	starting	with	curves	and	their	analysis

• Similarity	measurements	for	nonlinear	data
– First	a	few	examples:	Arc-length,	Geodesic	length

• Introduction	to	cell	phone	data
• Introduction	to	rigid	motion



Similarity	measurements	for	nonlinear	data
Concept	of	manifold	and	nonlinear	Euclidean	distance



Another	examples

• UAV	Mishap	Analysis
• Anomaly	Detections	in	UAV	systems	



Example:
Identified	various	causes affecting	UAV	behaviors

for	anomaly	detection	in	UAV	systems		

Human	
behaviors

UAV-Health
&	Status	

Environmental
conditions

Cyber	
attacks

Lost	GPS	or	
Communications …

Example:		The	causes	of	this	mishap
1) Engine	overheat:	coolant	line	leaking
2)	Lost	control:	human	error	

Lessen	Learned:	Many	mishaps	
resulted	from	combined	causes	but	
no	metric		for	a	combination	of	
anomaly	behaviors!



How	could	nonlinear	data	analysis	be	useful	here?	
A	simple	example	

We	use	math	to	model	behaviors	of	an	UAV:	
Imagine an UAV 
is just a point 
as in the video.
This	example	uses
the	true	data	from
an	UAV		instructor	
on	how	to	control	
an	UAV	climb	up.	

The	curve	
represents
a	trajectory	of	
the	UAV	the	
student	is	
controlling.	

Our	method	could	
fix	issues	such	as
missing	data.



How	to	fill	the	missing	data	here?	

• This	is	just	because	of	
missing	data.		

• We	can	confirm	it	by	
the	dynamics	and	
kinematics	of	an	UAV.	

• Linear	interpolation	here	
may	not	make	sense.

• We	need	to	use	other	
parts	of	the	trajectory	to	
predict	how	this	missing	
part	should	look	like.

• We	need	mathematically	
describe	the	trajectory.	

• What	kind	of	curve	best	
describe	the	trajectory?



Here	are	the	trajectory	of
Student1	and	Student2

Q:	What	are	the	differences	between	the	instructor’s	trajectory	and	that	of	the	students?



Compare	with	the	instructor’s	
trajectory	with	that	of	the	student

• What	kind	of	
differences	you	have	
seen?

• How	to	describe	the	
dissimilarity?	

• Need	non	Euclidean	
metrics.



Recall:	Helix	Curve

• How	to	describe	a	helix	curve?
• They	could	have	different	orientations!





In	general:	Parametrized	Curve

























Techniques	in	Geometric	Analysis:

Homework:	Rewrite	all	the	proofs	in	the	example.



Note:	Homework	will	be	given	in	the	
lecture.



Homework	problems	

• Problem	A



Homework	problems	

• Problem	B



Creative	activity	- Extra	Credit
• How	to	create	a	transformation	from	the	data	on	some	

helix	to	the	data	of	the	instructor’s	trajectory?	
• Review	different	operators	in	R2,	e.g.	we	have	shear	map	

below.	 Here	we	want	to	shear	a	curve!	For	more	info:
https://en.wikipedia.org/wiki/Transformation_
matrix
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– First	starting	with	curves	and	their	analysis
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• Introduction	to	rigid	motion



Introduction	of	Cell	Phone	Data

• There	are	a	lot	of	data	sets	available	online
• For	examples:	
• 1.	HMOG	data	set:	
http://www.cs.wm.edu/~qyang/hmog.html



Rotation	Data







Concept	of	Moving	Frame



Real	world	Application

• Using	cell	phone	data	to	authenticate	users.
• Very	hard	problem	and	lots	of	math	involved







• Please	Download	from	the	webpage
• You	will	get	a	zip	file	



What	are	those	data	sets?	For	
example,	what	is	gyroscope	data?

• There	is	a	read	me	at	the	end	of	the	data	set	with	all	
zip	files	of	all	user	IDs.	















Homework
• Please	read	the	following	paper:

• https://ieeexplore.ieee.org/document/73492
02?arnumber=7349202
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Introduction	to	Rigid	Motion
Details	of	Hard	Math	Behind	UAV	Data

(similar	for	cell	phone	data	
or	auto	vehicle	data)

• Moving	frames
• The	set	of	orthonormal	matrices
• The	set	of	rotations	in	R3

• Lie	group	SO(3)
• Work	out	details	with	students	on	the	board.



Viewing	an	UAV	as	a	point	is	not	enough	
since	it	has	more	complicated	dynamics	such	as	
pitch,	roll,	yaw	and	their	angular	velocities

Details	later!



How	to	set	a	good	coordinate	system	
to	model	a	problem?

https://www.researchgate.net/publication/320
095672_Landmark_based_localization_in_urb
an_environment



For	Example:	we	want	a	computer	to	
mathematically	understand	a	pilot’s	manual	flight	
control	skill.	Then	we	can	compare	between	good	

controls	and	poor	controls.

75

Key:	This	kind	of	mathematics	captures	dynamical	
behaviors	of	any	UAVs
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Back	up	slides





• Metric	Learning	and	Manifolds:	Preserving	the	Intrinsic	Geometry

• https://www.stat.washington.edu/mmp/geometry/reading-
group17/html/RMetric.pdf





Find	a	paper	to	read	
which	does	the	analysis	using	HMOG	data	
• Read	
• Give	a	1-2	page	summary




